Likelihood Methods in Ecology 
Lab 2, Page 3

I. GLOBAL OPTIMIZATION USING SIMULATED ANNEALING IN R
A. Installing The “Likelihood” Package.


The R package that Lora Murphy and I have developed for simulated annealing and likelihood modeling is available from the CRAN site using the normal package installation procedures.

You can also download it from the “Materials” section of the course website:  http://www.sortie-nd.org/lme/lme_materials.html
ON A PC:  right click and save the zip file into a directory on your disk, then use the R menu command to “install from a local zip file”

ON A MAC: right click and save the “likelihood_1.8.tar.gz” version.  Then open the R Package Installer, select "local Binary Package," "Install," and then find the "likelihood_1.8.tar.gz" file. 

B.  The dataset:  For this lab, you’ll use a dataset on sapling growth as a function of light.  The data come from a study in British Columbia (Wright et al. 1998)
, and are described and contained in an Excel workbook (“BC Sapling Growth Data.xls”).  You can download the dataset from the Course Schedule: 

http://www.sortie-nd.org/lme/lme_schedule.html
You can either copy the data from the Excel file to a text file for loading, or use the RODBC package to load directly from the Excel file (this is covered in my “Getting Started with R tutorial).   There is also a .txt version of the file available for download from the Course Schedule page.
EXERCISE >>>  Create a working dataset with one of the species.  
You can limit the dataset to a particular “subzone” if you choose (the “ICHMC2” subzone is the “moist cold subzone of the Interior Cedar Hemlock zone” – i.e. the forests where Dave Coates’ Date Creek Silvicultural Systems Study has been based).

C.  The questions:  The basic goal of this research was to characterize the response of sapling growth to variation in light for the major species of the forests of northern, interior BC.  One specific objective was to test whether (and how) the growth responses varied among different environments (as indicated by the subzones).  In particular, we were interested in whether there was evidence of shifts in effective shade tolerance of the species as a function of the environment.
D.  The scientific model:  We used the familiar Michaelis-Menton equation in the publication.  
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We also had to deal with the issue of size as a covariate.  The Wright et al. (1998) paper dealt with this through the time-honored practice of relativizing growth to size, and then analyzing the relative growth rate.  A more elegant solution is to include size in the model specifically, and estimate a parameter that allows a more precise scaling of growth to size. One model that accomplishes this is
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To test how this works, plot the power function y = xd for values of D = 0.5, 1.0, and 1.5….  You can look at the actual data to get a feel for the relationship between growth and size in the data…  The standard relativization obtained by dividing growth by size would be equivalent to D = 1…
EXERCISE >>>  Create a function for the scientific model (either with or without the size term, but preferably with it…)  (the code has several, but practice writing your own functions)
E.  The probability model.  You’re probably safe in beginning with the assumption that the data are normally distributed.  You should, of course, check this assumption after the model has been run by examining the residuals.  You should also look at a plot of observed vs. predicted to see if there is any evidence that the variance is a function of the mean (heteroscedasticity).   The R scripts will contain an example of how to write a likelihood function to accommodate this.
F.  Parameter estimation using global optimization:  using the likelihood package in R.
Install and load the likelihood package that Lora Murphy developed as an implementation of the simulated annealing code I have been using for many years now…

Look at the help for the basic function for simulated annealing:  anneal.  We adopted some of the same quirky requirements for passing parameters that optim (a default local optimization package in R) uses, so we’ll walk through an example using the sample file “Basic Regression with Anneal.R”   
One of the advantages of the anneal function is that it lets you separate the scientific model from the PDF.  It will also allow you to write out the output of the analysis to a text file.  The R code contains a number of different scientific models you might want to fit, as well as several alternate PDFs.
EXERCISE >>>  Fit several different models using anneal, and examine the results…

II  GLOBAL OPTIMIZATION USING A GENETIC ALGORITHM

Install the rgenoud package, and read the help for the genoud function.  There is sample R code in the file “Basic regression with genoud.R” that will walk you through the syntax.  The biggest difference with anneal is that genoud requires that the scientific model and the PDF be combined in one big function call.  The sample code gives an example.

I have not played with the code very much, but have found it to be fairly fussy about needing reasonable starting conditions (or it crashes and doesn’t converge).
EXERCISE >>>  try the code, and compare it’s estimates to those generated by anneal…
III  LOCAL OPTIMIZATION USING OPTIM

The optim function in R provides several different methods for local optimization (and even a somewhat quirky version of global optimization via simulated annealing).  The use of optim is a bit quirky in its own right…

Look at the help for optim

> ?optim

To make it easier to use both local optimization (with optim) and global optimization (with anneal), there is a function in the Likelihood package (likely_4_optim) that makes it easier to use some of the same syntax.  The R code “Basic regression with optim.R” walks you through doing this.

EXERCISE >>> Try the estimation using some of the different optimization methods in optim.  Did the local optimization find a peak ML as high as the global optimization using simulated annealing?  Was the answer sensitive to different initial conditions? 
This simple regression problem should be easy for any of the methods to deal with.  But the real test is to try different initial parameter estimates and see if each of the methods converges to the same answer.  People rarely do this with local optimization methods (at their peril, if the function is at all tricky…).

EXERCISE >>> Think about a hybrid method:  could you combine an initial global optimization, followed by a local optimization to “finish off” the search?  (hint – the sample code for optim has an example).
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